SAMPLE DESIGN, ESTIMATES, AND RELIABILITY
OF THE DATA -

This section deals with design of the survey sample, weighting of responses, use
of nmerical factors to compensate for less than a full sample in making esti-
matas, calculation of standard errors, and use of imputation flags.

Sugle Design

The SIPP suwrvey is based on a multi-stage stratified sample of the noninstitu-
tional resident population of the United States. More specifically, the uni-
verse of the swvey inclules persons living in households, plus those persons
living in group Quarters such as college dormitories and rooming houses, In
Wave 1 of the 1984 Panel, inmates of institutions, such as homes for the aged,
and persons living abroad were not in the survey universe and thus not eligible
for interview., TPerscns residing in military barracks, althocgh part of the
noninstitutional population, were also excluded from the survey tniverse in Wave
1. Other people in the Armed Porces wers eligible, as long as they were living
in a housing utnit, vhether off base or on.

Por Wave 2 and subsequent waves, institutionalized persons, persons living
abroad, and those living in military barracks become eligible for the survey
only if they move into housing units in the United States with orig:l.nal nnplc'
porsons, i.e., those vho were interviewed in Wave 1.

&locticn of Primary Sampling Units

To reduce sanple selection and interviewing costs the Cansus Bureaun first
selects certain areas to be included in the sample, and then samples households
within the selected areas. The first stage of this design involves the selec-
tion of these arsas. The first step of this procedure is the definition of the
United States in tcm of eounttcs or groups of counties called primary sampling
units or PSU's.

PSU's with similar key socioceconamic characteristics are grouped together into
strata. Then cne sample PSU is selectsd from each stratum. The PSU’'s used for
SIPP are a subsample of the sample PSU's used in the Current Population Survey.

Of the 174 strata into vhich PSU'Ss were classified for the 1984 panel, 45 con=-
sisted of only a large single meatropolitan area; these 45 areas were selectsd
into the sample with certainty. These 45 PSU's are tarmed "self-representing.®
The remaining 123 strata consisted of 2 or more PSU's, from which only one was
selected into the sampls. These PSU's are tsrmed °“non-self-representing”
because they were selected to represent other PSU's in their stratum as well as
themselves. '



The strata from vhich non-self-representing PSU's are selectsd typically cross
State lines. For example, aside from the Detroit metro area, which represents
itself, sampled PSU's in Michigan represent a geographically diverse arsa =--
areas spread over the Midwestern States. (Thus, & tabulation of data coded to
Michigan, for example, will not yield reascnable estimatas for that Stats.
Rather, State codes on the microdata files are primarily useful for determining
applicable criteria for programs which vary from State to Stats.)

Selection of Ultimate Sampling Units

To arrive at the sample of households, geographic units called enumeration
districts (ED's), with an average 350 housing units, are sampled from withina
each of these SIPP saaple PSU's, Within those selectsd ED's 2 ¢to 4 living
quarters, or ultiaate sampling units (USU's), are systematically selected
from address lists prepared for the 1970 census. If the address lists are
incoaplets, small land areas are sampled. To account for living quarters built
within sach of the sample areas after the 1970 census, a sample is drawn of
perzits issued for construction of residential living quartsrs through March
1983. In jurisdictions that do not issue building permits, small land aresas are
sanpled and the living quarters wvithin are listad by £ield personnel and then
subsanpled. In addition, sample living quartsrs are selected from supplemental
frames that include mcbile home parks and new construction for which permits
weare issued prior to Jamuary 1, 1970, but for wvhich coastzuction was not
completad until after April 1, 1970.

Sampling Rate and Weights

The objective of the sampling is to cbtain a self-weighting probability sample.
In a self-weighting sasple, every saample unit has the same owerall probadbility
of selectiocn. 1In self-representing PSU's the sampling rate is about 1 ia 3,700,
In non-self-representing PSU’s, the sampling rats is higher, as the sampling is
adjustad to account for the PSU's probability of sealection. Por example, if a
non-self-representing PSU was selected with a probability of 1/10, the sampling
rats within the PSU would be roughly ? in 370 instead of t in 3,700.

In Wave 1, occupants of about 1,000 eligible living quarters wers not intar-
vieved because they refused to be iatsrviewed, could not be found at home, wers
tanporarily absent, or wers othervise unavailable. These bhouseholds were not
intarvieved in Wave 2, and were classified as noninterviews because they were
eligible for inclusion. Wave 2 included only 3 of the 4 rotation groups. PYor
these reascns and as a result of following movers, a total of 14,532 living
quarters wvare designated for Wave 2. Of theses, 833 were not interviewed bdecause
they no longer contained eligible respondents. An additional 729 households
were not intarviewed in Wave 2 because of geographical remotensss or because of
the reasons listsd abowe for Wave 1 noninterviews. The nonintsrview rats for
Wave 1 wvas 5 percent, and the combined noninterview rats for Wave 1 and Wave 2
was 9.4 pesrcent,



estination procedure used to derive SIPP person weights involves several
s -ages of weight adjustments. In the first wave, each person received a bass
weight equal to the inverse of his/her probability of selection. In the second
wave, esach person received a base weight that accounted for differences in the
proba.bility cf selection caused by the following of movers.

A noninterviev adjustment factor was applied to the weight of each interviewed
pc:son to account for persons in occupied living quarters who were eligible for
the sample but were not interviewed. A factor was applied to each interviewed
person's weight to account for the SIPP sample areas not having the same popula-
tion distribution as the strata from vhich they were selectad.

An additional stage of adjustment to persons' weights was performad to bring
the sample estimates into agreement with independent monthly estimates of the
civilian (and some military) moninstitutional population of the United States by
age, race, and sex. These independent estimates were based on statistics on
births, deaths, immigration, and emigration; and statistics on the strength of
the Armed Porces. To increase accuracy, weights wers further adjusted in such a
manner that SIPF sample estimates would closely agree with Current Population
Survey (CPS) estimates by type of householder (married, single with relatives or
single without relatives by sex and race) and relationship to householder
(spouse or other). The estimation procedurs for the data in the report also
involved an adjustment so that the husband and wife of a household received the
same weight.

v weight estimation procedure described above ressulted in persons' weights
rying from about 500 to 50,000. ©Persons in the sample for less than the
entire 4-month periocd received zero weights for msonths not in the sample.
Starting “in Wave S the weighting systez will also be adjusted to account for a
reduction in the number of sample units interviewed. Most statistical software
packages handle weighted data with no difficulty. In tabulating a charactar-
istic the software takes sach rssponse and applies the person weight.

Pigure 1 illustrates a simple example, in which 3 of 5 persons work full-tinme,
2 4o not. But since the persons who do not work full-tipe happen to have higher
veights than the others, weighted totals show the two groups to be equal.

FPIGURE 1, Example of w.ighﬁd Data

Ravw Weighted
Counts Counts
Worked .
Pull-Tine Weight Ho Yes ¥o Yes
Person 1 %o 4,000 1 4,000
Parson 2 No $,000 1 5,000
Person 3 Yes 3,000 1 3,000
Person 4 Yes 3,000 1 3,000
Person § Yes 3,000 - 3,000
2 3 9,000 9,000
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Pngaring Hational Estimates for Persons, Pamilies, and Bouseholds

-

Weights for persons are carried on each person record, on both the relaticnal
(hierarchical) and rectangular files. Weights for households and families. are ’
carried, respectively, on the household and family records of the relatiomal
file. The weighting process defines the weight of the househcld to be the same
as the weight of the household reference person or househu.der, and the weight
of a family or subfamily is that of the family or subfamily reference person.

On the ractangqular file, vhere household, family, and subfanily seguents appear
on each person record, all of the applicable weights can be found in that
record. Tallying household charactaristics from every record would result in
counting multi-person households more than oance. Ons way to avoid estimating
more households than there really are is to tally household characteristics
- using eonly the householder's record, since thers is alwvays one and only omne
householder per household. Similarly, the records of family or subfamily
Teference persons can be used in generating family and subfamily estimatas.

0f course, sany desired housshold characteristics are not already shown on
household records or segments, but are derived by summarizing the charac-
teristics of the persons in the household, .-as for example, the number of persous
65 yesars old and over in the household. Doing so with SIPP files is socmewhat
more coamplicated than with files in which person records are arranged in a
strzictly hierarchical fashion within household.

Household records in SIPP relational files carry pointers to each person who wvas
a manber of the household. There are five sets of pointers, one for each sonth
of the referance periocd and one for the intsrviev month. The rectangular file
does not have these household-to-person pointers, but does identify the address
ID of the househcld of vhich the person was a ssaber sach month, The file can
be readily scorted on address ID within sample unit to group housshold meabers
together for any particular reference month. Another option available to rec-
tangular file users is to sort on the person mumber of the householder, provided
on each housshold member's record.

Estimates for groups of persoans other than hcuoham and fanilies

Scme analyses involwe summarizing to units other than households or families.
_The persons within a household who benefit from food stamps are one such
exanple. Only part of a family may receive ald or there may Ds two separate
food stamp units living toqgether. Por each food stamp receiving unit one adult
household member is dasignated as the prise recipient. The SIPPF questionnaire
also identifies which children and.other household ssabers ars cowered by those
food stamps.

Pood stamp coverage is recorded on the SIPP files in two ways. PFirst, the pri-
mary recipient's record includes the person numbers of each household msmber
covered, and each of the other coversd persons’ records has a flag that indica-
tas membership in a food stasp receiving unit, Only the prisary recipient's
tecord specifies the amounts of food stamps recsived for the unit. .
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To tabulate the characteristics of all food stamp recipients in a household, the
' easiest approach might be to sort recipients together within househclds using
the recipiency flags. But if it is necessary to discriminate between multiple -
food stamp receiving units within a household, the only way is to examine the
primary recipient's record and use its list of person numbers to point to the
secondary recipients in that unit. Then one coculd summarize appropriate charac-
teristics across the person records. This way one could determine whether the
food stamp recipiency unit includes a wage-earner, is part of a2 family below the
poverty level, lives together with persons who are not coversd, and so forth.

Other programs for which there are pointers from the primary recipient's record
to other recipients in the household include Medicaid, AFDC, foster children
payments, general assistance, health insurance, Railrcad Retirement, Social
Security and veterans payments. In all of these cases, all income received by
the unit, including payments for the benefit of children, are reported on the
record of the primary adult recipient and not on the records of secondary reci-

- pients. The weight of the primary recipient is most likely to be appropriate in

tabulations of food stamp recipiency units and similar groups of individuals.
Zstimates for Different Referance Periods

Each person and household is assigned 5 weights on each interview file, one for
each of the four reference months and one for the interview month. Pamilies and
subfanilies ars assigned only 4 weights since there is no attempt to define
fanilies as of the reference date. The 4 sets of reference month weights can be
used only to form refersnce month estimates. Reference month estimates can be
averaged, however, to form estimates of monthly averages over socme periocd of
time. - For example, using the proper weights cne can estimate the ponthly
average number of persons in a specified income range over the 4-month pericd.

The fifth weight is specific to the interview month. This weight can be used to
form person or household estimates that specifically refer to characteristics as
of the interview month. For example, one might want to estimate the number of
unparried adults living with an aged parent as of the latest observaticn.
Interview weights can alsc be used to form estimates referring to the time
period including the interview month and 4 previous months. One caution is that
characteristics as of the intsrview date may not reflect that entire month-=the
persons could move, marry, or die Dbefore the end of the month.

The interview weight is alsc used for estimating a few of the demographic
characteristics and other information that appear cn the file for the 4-month
reference period as a whole, but not for each month, such as race or sex.

Bone of these weights has Dbeen designed to yield the best estimates for a
person's or household's status over two or more months, as for example, the
number of households existing in October 1983 who experienced a 50 percent
increase in income between July and August.
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Calendar Month Data and Time Dinmensioned Suxzmary Statistics

d

In tabulating SIPP data for a particular calendar month, one must keep in aind
the survey design. Most wvaves include 4 rotation groups, interviewed in four
successive months, Pigure 2 is a schematic diagram of the 1984 Panel design.

Months, gquarters and years are shown along the top. Each cell shows the wave
and rotation groups for which data are collectad for each month. Thus; in the
£irst interview, conducted in October 1983, data wers collected from Wave
i=~Rotation Group 1 households £for the months of June, July, August and
September.

As succsssive rotation groups are interviewed, the 4-month reference periods
advance by ! month., Wave t-Rotation Group 2 households were interviewed in
November 19683 for data for July through October.

In deriving calendar month or quarterly estisates from the data files, it is
important to know how many rotation groups were intsrviewed, as less than the
full sample may be available. If this isg the case, the estimates must be
inflated by an appropriate factor.

In some months, a full sample of 4 rotation groups from the same wvave will be
available. PFor Wave 1 (see figure 2), data for Septamber 1983 were collectesd
from the full sample. These data consist of month 4 data for Rotation Group 1,
sonth 3 data for Rotation Group 2, month 2 data for Rotation Group 3, and sonth
1 data for Rotation Group 4. All of these figures (with appropriate weights)
must be .added together because any one rotation group includes oanly one-fourth
of the SIPP sample.

In deriving quarterly estimates, a full sample consists of data for 4 rotation
groups for each of the 3 months in the gquarter. This would entail using data
from 2 or 3 waves. Por example, the fourth quarter of 1583 includes various
rotation groups from Waves 1 and 2. Veighted data from all these rotation
groups must be added together to form a f£ull sample. .

Nots, however, that a full sample is mot available for the third quarter of
1983. Or for subsequent quarters, the analyst may not want to wait for another
wave of data to beccme available. Procsdures to use in deriving estimates based
on a partial sample ars explained below.

Working with u\u'm.n the Full Sample

Figure 2 also i{llustrates that for October 1963, data wers collected from only
three rotation groups of ¥Wave 1. Thus the sample sizs available is three-
fourths that available for September. The preferred way to handle this is to
acquire Wave 2 as well, and combine October data for Wave 2-Rotation Group 1
with the Wave 1! Octocber data for Rotation Groups 2, 3 and 4.
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If a particular application does not require the full sample size, however, one
could use only Wave 1 data for October and multiply weighted results by a factor
of 1.33 to compensate for having only three-fourths of the sample. This is
illustrated in figure 3. ‘

PIGURE 3. Factors for Monthly Data: Wave 1, 1984 Panel

: Reference Period
Month of Rotation Second Quarter Third Quarter Fourth Quarter

Interview Group Apr. May June July Aug. Sept, Oct. Nov. Dec.
‘October 1 x T X X

Novenber 2 X X b 4 X

Decenber 3 X X X X
January 4 X X X b 4

Factors to Compensate for Missing Rotation Groups

4 2 1,33 1 1.33 2 4

To use Wave 1 data for the month of November, double the estimates (which com-
pensates for having only one half of the sample consisting of Rotation Groups 3
and 4), and for December multiply the estimates by 4 (since they are based on a
one-fourth sample consisting of rotation group 4 alone). Corresponding factors
apply to data for June, July and August (also available in Wave 1) as well, and
for these months the factors must be used, as the alternative of picking up the
missing rotation groups in another wvave does not exist.

A similar approach is applicable to subsequeant waves as well. The particular
factor to use is detarmined by the number of rotation groups covered in the tine
period cne is analysing. Pactors for Waves | and 2 and combined Wave 1 and 2
estimates are given in Table 1 below,
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Table 1, Factors to be 2Applied ¢to 'Basic Parameters to Cbtain Parameters
for Specific Reference Periods

Wave 1 Estimates

June 1983, December 1983 4.00
July 1983, November 1983 2.00
August 1983, October 1983 133
September 1983 y 1.00
3rd Quarter 19813 1.22-
4th Quarter 1983 ¥ 1.85%
July=-December 1983 1.06

Wave 2 Estimates

October 1983 and March 1984 4.00
November 1983 and February 1984 2.00
Decenmber 1983 and January 1984 1.33
4th Quarter 1983 1.8%
1st Quarter 1984 1.85

Wave 1 and 2 Combined Estimates

June 1983 and March 1984 4.00
July 1983 and Pebruary 1984 2.00
August 1983 and January 1984 133
September through Decsmber 1983 * 1400
3rd Quarter 1983 1.22
4th Quarter 1983 1.00
1st Quartsr 1984 : 1.85%
July-December 1983 1.06

Pactors must also be applied to quarterly estimates or those for longer periods
of time if less than the full sample for any month is available. Thus, in table
1 a factor of 1.22 must be applied to third quarter 1983 estimates, 1.85 to
fourth quarter estimates using either Wave 1 or Wave 2, but a factor of 1.00
{(i.e., no factor is needed) for fourth gquarter 1983 estimates using full sample
data from the combined Wave 1 and ¥Wave 2 files.

Caveats for Calendar Moath Data

Although it is possible to axamine the data on a senthly basis and examine  the
data in a strictly cross sectional sense, there are qualifications or biases in
this type of analysis,
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First, no evaluations have been made of respongses ¢to income and related
. variables that are provided on a monthly basis., ‘Thers may be some biases in
this reporting. For example, pecple may tend to report a rough menthly average
for their income over the four month reference period rather than sgpecifically -
recalling amounts separately for each month, If this were so it would not be
possidble to analyze real month-to-month changes in income figures. _ .

Second, most data users have been able to weork only with annual income figures
to this point, using the census, CPS or other surveys which measure income only
once during a year. There will be considerable temptation for SIPP users 2o
return to familiar analytical ground by multiplying 4-month income fiqires by 3
to estimate 12-month income. To do so would ignore seasonal variation in
enmployment and income. A better approach to annual income would be to match
together the first several waves and look at actual income experience across 12
months, perhaps comparing the results to the annual income and taxation infor-
nation reported in Wave 5.

Time-Dimensioned Suxmary Statistics

An approach to analyzing these data that would reduce the biases just discussed
for monthly estimates involves summarizing data across time. In thig approach
one calculates standard summary statistics such as counts, reans, and wnodes
across time as well as across individuals.

Por example, instead of calculating the number of perscns with incomes over
$3,000 for the month of July, one would calculate the number of persons with a
mean monthly income of $3,000 or more during the 3rd quarter.

This approach is relatively straightforward at the person level. However, at
the family or household level, an additional complexity is added. One =must
first define these groups and identify the changes that occur during the
q\a:ur.1 Then the conditions under which new groups are formed nust be
defined. lrongitudinal concepts of households and families are the subject of a
Working Paper, “Towvard a longitudinal Definition of BHouseholds®™ by David
McMillen and Roger Herriot, available from the Census Bureau. !

Producing Pstimates Below the National Level
Cansus Regions

The total estimate for a region 'is the sum of the stats estimates in that
region. Bowever, one of the groups of statss, formed for confidentiality
reasons, crosses regional boundaries. This group consists of South Dakota

1'&.-. problems do not arise in ¥Wave 1, as househclds were defined as of the
interview and changes during the reference months wers not recorded.
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(Midwast Region), Idaho (West Region), New Mexico (West Region), and Wyoming
(Wvest Region). To compute the total estimate for the Midwest Region, a factor
" of +203 should be applied to the above group's total estimate and added to the
sum of the other state estimates in the Midwest Region. PFor the West Region, a
factor of .797 should be applied to the above group's total estimate and added
to the sum of the other statss in the West. ' .

Pstimates £or regions included in the published SIPP reports reflect the actual
region of residence, not the results of proration across the 4-state group.
Thus there will be minor discrepancies between published regional totals and
estizates derivable from microdata files for the Midwest and West regionms.

FPstizates from this sample for individual states arse subject to wery high
variance and are not recommended., The State codes on the file are primarily of
use for linking respondent characteristics with appropriate contextual variables
(e.g., State-specific welfare criteria) and for tabulating data by user-defined
groupings of States.

Producing Estizates for the Metropolitan Population

For 15 states in the SIPF sample, metropolitan or nonmetropolitan residence is
identified. (0n the rectangular file, use variadble EBE*=METRO, characters
94, 382, 670, and 958. On the relational file, use METRO, character 24 on the
househald record). Metropolitan residence is defined according to the defini-
tion of Metropolitan Statistical Areas as of June 30, 1983. In 21 additional
states, vhers the nonmetropolitan population in the sample was small enough to
present a disclosure risk, a fraction of the metropolitan sample was recoded so
as to be indistinguishable frcm nonmetropolitan cases (METRO=2). In these
states,” thersfore, the cases coded as metropolitan (METRO=1) represent only a
subsazple of that population.

In producing state estimates for a metropolitan characteristic, multiply the
individual, family, or household weights by the metropolitan inflation factor
for that state, presented in Table 2 below. (This inflation factor compensates
for the subsampling of the metropclitan population and is 1.0 for the states
with complete identification of the metropolitan population).

In producing regional or national estimates of the metropolitan population it is
2130 necessary to compensate for the fact that no metropolitan subsample is
identified within two states (Maine and Iowa) and one stats-group (Mississippi-
West Virginia). (There - wers no Bmstropolitan areas sampled in South
Dakota-Idaho=-Nev Mexico-Wyoming). Therxefore, a different factor for regional
and national estimatas is in the right-hand column of Table 2 below. The
zesults of regional and national tibulations of the metropolitan population will
be biased slightly, although less than one-half of one parcent of the setropoli-~
tan population is not represented.
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Table 2. Metropolitan Subsample PFactors

(Multiply these factors times the weight for the person,

family or household) 4
Pactors for use Pactors for use
<. in State or MSA in Regional or
Tabulations National Tabs

Bortheast: Connecticut 1.0390 T 1.0432
Maine - -
Massachusetts 1.0000 1.0040
New Jersay 1.0000 1.0040
New York 1.0110 1.0150
Penngylvania 1.0025 1.0065
Rhode Island ) 1.2549 1.2599
Midwest: Illinois 1.0232 1.0310
Indiana 1.,0000 1.0076
Iowva - -
ransas 1.6024 1.6146
Michigan 1.0000 1.,0076
Minnesota 1.0000 1.0076
Missouri 1.0611 1.0692
Rebraska 1.7454 1.7587
Ohio 1.0134 1.0211
* Wisconsin 1.0700 1.0782
South: ° Alabama . 1. 1441 1.1511
- Arkansas 1.0000 10061
Delaware 1.0000 1.0061
District of Columbia 1.0000 1.0061
Plorida 1.0333 1.0396
Georgia 1.0000 1,0061
Rantucky 1.1124 1.1192

Louisiana 1.1470 1.1540
Maryland 1.0000 1.0061
North Carolina 1.0000 1.0061
Oklahoma 11146 1.1214
South Carolina 1.1270 1.1339
Tennessee 1.0000 1.0061
Texas ’ 1.0192 1.0254
Virginia 1.0778 T 1.0844
West Va. - Miss, - -
‘West: Ariszona 1.0870 1.0870

California 1.0000 1.0000 .

Colorado 1.0000 1.0000
Oregon 1.0879 1.0879
Washington 1.0868 1.0868

« indicates no metropolitan subsample is shown for the Stats.
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rstimates for the metropolitan population produced from the microdata files will
differ from published summary figures for the metropolitan population not ealy
because of the subsampling scheme but also because of differences in the defini-
tion of the metropelitan population. Published figures are based on Standard
Metropolitan Statistical Areas (SMSA's) defined as of June 30, 1981, coasistent

with the definition for the 1980 census. The microdata files use the defini-
tions for Metropolitan Statistical Areas(MSA's) as of June 30, 1983, . That’
definitional change resulted in increasing the metropolitan population by 1.4
percent. Eventually, the published figqures will also reflect 1983 MSA defini-
tions.’ .

Producing Estimates for the Nonmetropolitan Population

State, regional, and national estimates of the nonmetropolitan population cannot
be couputed directly, except for the 15 states where the factor in Table 2 is
1.0. In all other states, the cases identified as not in the metropolitan sub-
sample (METRO=2) are a mixture of nonmetropolitan and metropolitan households.
Only an indirect method of estimation is available: ¢£irst compute an estimate
for the total population, then subtract the estimate for the metropoclitan popu-
lation.

Codes for Individual MSA's

Codes for certain large individual MSA's are included on the microdata files,
such as are State codes, to provide users some flexibility in defining higher
level aggregate areas and to allow linking respondent characteristics ¢o
available contextual variables. Individual MSA codes are given if the MSA has
at least 250,000 inhabitants in sampled counties within the state, and if its
identification would not result in the indirect identification of residual
Retropolitan population less than 250,000. Sample sizes associated with indivi-
dual MSA's are typically very small.

When creating estimates for particular identified MSA's or QMSA's apply the
Table 2 factor to the weights appropriate to the state, as discussed above. PMor
multi-gtate MSA's, use the factor appropriate to each stats part. For example,
to tabulate data for the VWashington, DC-MD=VA MSA, apply the Virginia factor of
1.0778 to weights for residents of the Virginia part of the MSA; Maryland and DC
residents require no modification to the weights (i.e., their factors equal
1.0)¢ This may still not produce reasonable estimates for an individual MSA for
three Teasons: 1) the sample size is very ssall; 2) the MSA may be non-self-
represanting; and 3) certain counties added to MSA's between 1970 and 1983 may
not have besn included in the 1984 -panel.



19

Sampling Variability

Data found in SIPP publications or in user tabulations from the SIPP microdata -
are estimates based on the weighted counts from the survey, These numbers only
approximate the far more costly counts that would result from a census of the’
entire population from which the sample was drawn. There are two types of
errors possible in an estimate based on a sample survey: Sampling and non=-
sampling. We are able to provide estimates of the magnitude of SIPP sampling
error, but this is not true of nonsampling error,

Standard Errors and Confidence Intsrvals

Standard errors indicate the magnitude of the sampling error. They also par-
tially measure the effect of scme nonsampling errors in response and enumera-
tion, but do not measure any systamatic biases in the data., The standard errors
for the most part measure the variations that occurred by chance because a
sanple was surveyed instead of the entire population.

The sapple estimate and its standard error enable one to comstruct confidence
intervals, ranges that would include the average result of all possible samples
with a known probability., For example, 1f all possible samples were selecteq,
each of these being surveyed under essentially the same general conditions and
using the same sample design, and if an estinmate and its standard error ware
calculated from each sample, then:

1. Appioxmuly 68 percent of the intervals from cne standard error below the
estimate to one standard error above the estimate would include the average
result of all possible samples.

2. Approximately 90 percent of the intervals from 1.6 standard errors below the
estimate to 1.6 standard errors above the estimate would include the average
result of all possible samples.

3. Approximately 95 percent of the intervals from two standard errors below the
estimate to two standard errors above the estimate would include the average
result of all possible samples.

The average estimate derived from all possidle samples is or is not contained in
any particular computed interval. However, for a particular sample, cne can say
with a specified confidence that the average estimate derived from all possible
samples is included in the confidence interval.
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Hypothesis Testing

’

Standard errors may also be wused for hypothesis testing, a procedure for
distinguishing bDetween population parameters using sample estimates. The most
common types of hypotheses tested are 1) the population parameters are identical
versus 2) they are different. Tests may be performed at various ‘levels of
significance, where a level of significance is the probability of concluding
that the parameters are different when, in fact, they are identical.

To perform the most common test, let X and be sanmple estimates of two para-
maters of interest. A subsequent section explains how to derive a standard
error on the difference X -xl. Let that standard error be . Compute the
ratio R=(X, -X )/S . If this ratio is between =2 and +2, no conclusion about
the patané%crt is "justified at the 5 percent significance level. If on the
other hand, this ratio is sasller than =2 or larger than +2, the observed dif-
ference is significant at the 5 percent level.

In this event, it is a commonly accepted practice to say that the parameters are
different. Of course, sometimes this conclusion will be wrong. When the para-
meters are, in fact, the same, there is a 5 percent chant¢e of concluding that
they are differsnt.

Calculating Standard Errors for SIPP

There are two ways for users to compute a standard error for SIPP estimates.
One method is to compute variances directly using half-sample and pseudostratum

vcodes. A second method involves calculating generalized standard errors using
simple charts and formulas found in published reports or microdata documen-
tation.

Generalized Standard Errors

To derive standard errors that are applicable to a vide variety of statistics
and can be prepared at s moderste cost, a number of spprozimations are required.
Most of the SIPP statistics have greater variance than those obtained through a
simple random sample becsuse clusters of living quarters are sampled for SIPP.

Twvo parameters, demoted "a" and "b™, have been developed to calculate variances
for each type of characteristic. These "a" and "b" parameters, found in.table
3, are used in estimating standard errors of survey estimatss, and these stan-
dard errors are referred to as generalized standard errors.

All statistics do mot have the same variance behavior; "a" and "b" parameter:
were computed for groups of statistics with similar variance behavior. T~
parameters vwere computed directly frowm SIPP 3rd quarter 1983 data

-
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Table 3. SIPP 1984 Generalized Variance Parameters

Characteristic Basic Parametars

a b
16+ total persons: progran .
participation and benefits =0,00009428 16059
As above for 16+ total males ~0.00019844 16059

As above for 16+ total fenales =0, 00017961 16059

16+ total persons: income, labor

force =0.00003214 5475
As above for 16+ total males =0,00006765 $47S
As above for 16+ total females . - =0,00006123 5475
0+ Total persons: all iteas =0, 000088637 19911
As above for total males ‘ -0,00017863 19911
As abcove for total females =0,00016724 19911
Black persons: all items =0.00026695 7366
As above for Black males -0.000873¢68 7368
Az above for Black females =0,00049929 7366
Total households: all items =0,00007644 6766

Black households: all items -0,00046811 4675
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The "a" and "d" paranmeters may be used to approximate the standard error for
estimated punbers and percentages. Because the actual increase in variance vas
not identical for all statistics within a group, the standard errors computad
from these parameters provide an indication of the order of magnitude of the
standard error rather than the precise standard error for any specific statis-
tic. That is vhy we refer to these as generalized standard errors.

Computing Variances Directly

Psuedo half-sample codes and psuedostratum codes (assigned in such a way as ¢o
avoid any disclosure risk) are included on the file to enable dirqct computation
of wvariances by msthods such as balanced repeated replications. This msthod
say be used if the user can not use the generalized standard errors, as in coms~
puting the variance of a correlation coefficieant between, say, intsrest income
and dividend income. Since a number of statistical softwvare packages provide
simple procedures for using half-sazple codes, you may coasult documentation for
your statistical software for further discussion. The Census Bursau, however,
does not wouch for the appropriatsness or accuracy of such softwars.

Variances computed directly will wvary from variances estimated by the Census
Bursau. These differences are a result of the use of artificial stratum codes
on the public use file, wvhersas the Census Bureau has access to ths ‘actual
stratum identifiers. Actual stratum codes ars withheld from the public-use
microdata so as to awnid identifying geographic areas 30 small that they risk
disclosure of confidential information. ’

Even though these are artificial stratum codes, the wvariance estizates are
expected to be similar to those produced by the Bureau using the resal stratum
codes. This method is involwed, may be expensive, and, of course, is available
only to users of SIPP microdata, not users of SIPP publications.

Examples Using Generalized Standard Errors

Some ezamples illustrate the use of "a® and "b" parametars in Table 3 for com-
puting a standard error and the corresponding confidence intervals.

Stapdard Error of Total

The formula for coaputing the szandard srror f£or a total is:

--\|u3¢bx (1)

2\!1111.: G. Cochran provides a list of references discussing the application of
this technique in Sampling Techaiques, 3rd Bd. (New Yorx: John Wilsy and Sons,
1977), -1 321.

-
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.;aTe "a® and "b" are the parameters associated with the estimata for- the
particular referencs Jpeariod and x is the wveighted estimata.

Based on a tabulation from the SIPP survey data you would f£ind that :hcre'n:n

16,000,000 households with a ssan monthly izcome during the 3rd quarter of 1983 .

of $3,000 and over.  Suppose you want to develop a 95% confidence intarval so
you can assess how precise the estizate of 16,000,000 is.
Stap 1:
Determine the appropriate "a" and "b" parameters by locking them up in .
table 3. Since we are dealing with income data for all households the
*a® and "bh® parameters are ~.00007644 and 6§766.
Stesp 2:

Enter these figures in the above formula

s;Ju2+$x

J(-.00007644) x (16,000,000)2 + (6765 x 16,000,000)

= 297,804.231

wvhere 16,000,000 is the estinate, and -,00007644 and 6766 are the “"a® and
*b" parameters. The rssulting standard error (rounded off) is 297,804.

Step 3:

To determine the 95% confidencs interval of the estimats, multiply 2 times
the standard errzor, yielding 595,608. The lower bound of the confidence
interval is then 16,000,000 minus 595,608 or roughly 15.4 million, and the
upper bound is 16,000,000 plus 595,608 or roughly 16.6 millien.

Thus we can conclude with 95% confidence that the average estisate derived from
all possidle samples lies within the interval of 15.4 million to 16.6 million.

The foregoing example assumes you are workiang with the full SIPP sample, as will
normally be the case with SIPP reports and user tabulations. But if you are
making a tabulation from SIPP microdata for a refareancs month for which you do
not have data for all rotation groups, You mast veight the estimats up by an
appropriats factor to compensate for the smaller sample size; you must siailarly
adjust the estimatss of wvariance.

When you are working with fewer than all 4 rotaticn groups, the !cz_-mh becomes

--‘uz'o-bx ¢

\ ¢ (2)
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vhere the first part of the expression is the same as before, and "£° is a fac-
tor compensating for sample size. In other words, when the estimate is weighted
up by a factor, the standard error must be multiplied by the squars root of the
sane factor.

The "£® factors for various reference periocds are found in table 1 above. Ths
standard error in the above example vas 297,804. 1f we were working with data
for July 1983, a month coversd by only the first two rotation groups in Wave 1
(ses figure 2), our initial estimate using the weights on the microdata file
might have been 8,000,000. To compensats for the 2 missing rotation groups, we
would apply the factor of 2.0, and thereby double our estimate to 16,000,000,
The same factor would enter into the <formula in aequation (2) ¢to give

s = 297,804 x ] 2.0 = 421,158

as the standard error of an estimated 16,000,000 based on 2 rotation groups
instead of 4. The confidence interval is then determined in the same way, using
this revised standard error.

Wave 1 represents a special case because there are 3 refersnce months at the
start of the survey wvhen the survey did not yet cover all four rotation groups.
Only one rotation group has data for June 1983, two for July 1983, and three for
August 1983. The first SIPP report iancluded data for the third quarter 1983.

" Por that period of partial coverage a factor of 1.22 is appropriate, as showmn
in table 1. If wave 1 data were used %0 esstimate the 4th quarter, the factor
wauld be 1.85. Of course, wave 2 supplies the missing rotation groups for
that quarter. If wave 1 and wvave 2 filas were used together, estimates could be
nade from the full sample, s0 that no factor adjustment would be needed. Since
the factors associated with the mstropolitan area subsample are gensrally wery
close %o 1.0, the factors may be ignored in calculating variances for metropoli-
tan summaries.

Standard Error of a Percent

Computing the -undard error and confidencs interval for a percent follows a
similar procedure. The formula for the gensralized standard error of a percent

is: - ,
s = E;uoo-p) .‘l £ (3)

y = the base of the percent (use waightsd estimate), i.e., the size of
the subclass of ihtsresc,

wvhere

P = the percentage of persons, families, or hocuseholds possessing the
characteristic of ianteresst,



as

b = the larger of the "" parameters for the numerator and denominator,
and, )
£ = the factor to adjust for missing rotation gzoups if necessary.
Note that the ®"a” parametsr is not used.
Suppose we find that of the households in Wave 1 wha had a mean monthly income
of $3,000 and over in the third quarter of 1983, 8,916,000 (8.6%) weres black.
To construct a 958 confidence intarval, follow the staps shown beslow,
Step 12
Examine the "b" parameter in table 3 for both total and black households
to determine the larger of the two. In this case the "D* parametsr for
total households, 6766, is larger.

The "f£" factor from table 1 that is applied to the base parameters to
adjust for incomplets data is 1.22, applicable to 3rd quartsr data.

Step 2:

Entering the values into the formula in equation (3):

8,916,000
provides us with a standard error of 0.85 percent.

. .- J—ﬂi‘—-— (8.6)(100-8.6) ° y 1.22 LT

Step 3:

Multiplying the standard erzor by 2 and adding and subtracting this quan~
¢ity froa the estimata of 8.6% provides a 95% confidcnco intsrval of 6.9%
to 10.3%.

Standard Error of a Difference

The standard error of a differencs between two sample estismates is app-oximatsly
equal to

2 2
.(x-y) -\‘ et fy -_‘;?'x'y (@
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vhezre s_ and s_ are the standard errors of the estimates x and y. The estimates
can be ‘sumber$, percents, ratios, etc. e correlation between x and y is -
denoted by the correlation coefficient r. Table 4 presents the correlation
coafficients r for comparisons between aonths and between quarters. PFor other
types of coamparisons, assume I equals zero if it is believed that the value of
one variable does not give a strong indication of the wvalue of the other
variable. If r is really positive then this assumption will lead to overesti-
mates of the true standard error. If r is negative, the result will be an
undersstimate of the actual standard error.

As an illustration, SIPP estimates show that the number of persons in nonfara
bouseholds with mean monthly household cash income over $4,000 during the third
quarter of 1983 who ware aged 35-44 years was 5,313,000 and the number of those
aged 25-34 years wvas 4,353,000, an estimated difference of 960,000. Using the
Wave 1 parameters a=-~,00003214, b=5475, and £=1,22 in equation (2), the standard
errors of the estimates for sach age group are 185,422 and 168,324 respectively.
It is reascnable to assume that these two estimates are not highly correlatad.
Therefore, the standard errzor of the estinataed difference of 960,000 is

J (185,422)2 + (168,324)2 = 250,428

Suppose that it is desired to tast the estimated difference at the 95 percent
confidence level. The estimated difference divided by the standard error of the
difference, 960,000/250,428, is 3.83. Since tkis is greater than 2 it is con~
cluded that the difference is significant at the 95 percent confidence level.

Standazrd Rrror of a Msan

A mean is defined here to be the awerage quantity of some itsm (other than per-
sons, families, or households) per person, family, or household. PFor example,
it could be the average monthly household income of females aged 25 to 34, The
standard error of a msan can be approximated by the formula below., Because of
the approximations used in deweloping the formula, an estimats of the standard
error of the mean cbtained from that formula will generally underestimats the
true standard error. The formula used to estimate the standard error of a mssan
x is

s 2 J
8 = | =g e 12
;-\Iy . (S)
3

The correlatiocn coefficient msasures the extent to wvhich the wvalue of one
variable gives an indication of the value of another variable. An example of
a positive correlation is that between food stamp and APFDC recipiency. Food
stamp and bond income recipiency ars variables possessing a negative correla-
tion. Another exanple of variables with positive correslation occurs wvhen it is
desired to measurs the differsnce in a variable betveen two months or quartars.
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Table 4. Correlations for Monthly and Quarterly Comparisons

Wave 1 Estimates

Jun=-Jul, Nov-Dec 1983
Jul=Aung, Cct=Nov 1983
Aug-Sep, Sep=Oct 1983

Jun=-Aug, Oct-Dec 1983
Jul-Sep, Sep-Nov 1983
Aug-Oct 1983

Jun~Sep, Sep-Dec 1983
Jul=0Oct, Aug=Nov 1983

Jun=Oct, Jul=-Nov, Aug-Dec,
Jun=Nov, Jul-Dec, Jun-Dec 1983

3rd Quarter-4th Quarter 1983
Wave 2 Estimates

Oct=-Nov 1983, PFeb-Mar 1984
Bov=Dec 1983, Jan=-PFPeb 1984
Dec 1983=Jan 1984

Oct-Dec 1983, Jan-Mar 1984
Nov 1983=Jan 1984, Dec 1983-Peb 1984

Oct 1983~Jan 1984, Dec 1983=Mar 1984
Hov 1983=-Pad 1984 )

Oct 1983~Feb 1984, Nov 1983-Mar 1984
Oct 1983-~Mar 1984 :

4th Cuarter 1983=1st Quartsr 1984

Total hm.'
wvage income and
similar types
of {ncome

0.57
0.65
0.69
0.43
0.53
0.50
0.35
0.29
0.00

.28

0.57
0.65
0.80

0.43
0. 61

Q.40
0.3%

0.00

0.34

Progran partici-
pation income,
noninceome, labor
force

0.35
Q.41
0.43
0.26
0.32
0.30
0.20
0.16
0.00

0.14

0.35
o.40
0.50

0.26
0.37

0.23
0.20

0.00

0.20



Table 4~-=Continued

Wave 1 and 2 Combined Estimates

Jun=Jul 1983, Peb-Mar 1984
Jul-Aug 1983, Jan-Peb 1984
Aug=-Sep 1983, Dec 1983-Jan 1984
Sep-CQct, Cct=Nov,Nov-Dec 1983

. Jun=Aug 1983, Jan-Mar 1984

Jul=-Sep 1983, Dec 1983-Pab 1984
Aug=Oct 1983, Nov 1983=Jan 1984
Sep=Nov, Oct=Dec 1981

Jun=5Sep 1983, Dec 1983-Mar 1984
Jul=Oct 1983, Nov 1983-Fed 1984
Aug=Nov 1983, Oct 1983-Jan 1984
Sep~Dec 1983

Jun-Oct 1983, Nov 1983-Mar 1984
Jul=Nov 1983, Oct 1983-Fed 1984
Aug=Dec 1583, Sep 1983~Jan 1984

Jun-Nov 1983, Oct 1983-Mar 1984
Jul-Dec 1983, Sep 1983-Feb 1984
Aug 1983-Jan 1984

Jun-Dec 1983, Sep 1983-Mar 1984

Jul 1983=Jan 19684, Aug 1983-~Ped 1984

1983=Jan 1984, Aug 1983~Mar 1984

Jun
Jul 1983=-Ped 1984
Jun

1983-Peb 1984, Jul 1983~Mar 1984

Jun 1983=-Mar 1984

3rd CQearter-4th Quartsr 1983

4th Quarter 1983-1st Quarter 1984 ..

3rd Quarter 1983-1st Quartsr 1984

Total income,
wage income and
similar types
of income

0.57
0.65
0.69
0.80

0.43
0.53
0.65
0.75

0.35
0. 50
0. 61
0.70

0.33
0.46
0.56
0.30
0.42
0. 60

0.28
.45

0.29
0.25

0.00
0.83
0. 51

0.39

Program partici-
pation incoae,
noninccme, labor
force

0.35
0.41
0.43
0.50

0.26
0.32
0.39
0.45

0.20
0.28
0.35
0.40

0.18
0.25
0.30
0.15
Ce21
0.30

0.13
0.20

0.12
0. 10

0.00

0.36
0.29

0.18
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where ¥y is the size of the base, :2 is the estimated variance of x, b' is the
parameter associated with the particular type of item, and £ is the adjustment -
factor. : . !

The estimated pophlation variance, lz, is given by formula (6):

a 2
S 1%
s i=t -% (8)
n

> vy

is=1

- where thers are n persons with the item of interest; v, is the final weight for
person i; and x is the value of the estimate for persem i.

If the calculation of s2

may be used instsad:

using formula (6) is too cumberscae, then formula (7)

c
g S pixiz - %
i=1

2 n

where each person (or other unit of analysis) is in cne of c groups (e.g.,
income categories within an income distribution); the p,'s are the estimatad
proportions of responses vithin each group;- the x,'s are the midpoints of each
group. If group ¢ is open-ended, i.e., no upper interval boundary exists, then
an approxisate average value is

-4z, ®
where zc_1 is the lower boundary of the group (e.g., $75,000 in the catagory
$75,000 or more). If an open-ended group ¢ does exist, the approximation could
easily be bad. To reduce this danger, create data categories 3o as to keep ¢
and zc_1 large. This could be done by creating mors categories, e.g., more
income groups.

Standard Error of a Mean Number of Persons with Charactsristic Per Pamily ox
Household

Mean values for persons in families or households may be calculated as the ratio
of ©wo pumbers. The deaominator, y, represents a count of families or households
of a certain class, and the numerator, X, represents a count of persons wvith the
charactaeristic under consideration who are members of these families or house-
holds. Por example, the mean number of children per family with children is
calculated as

¢otal number of children in families
total number of families with children

X
- m
b 4
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Por means of this kind, the standard error is approximated by the following
formulas : ’

w19 (8- - ~GE) -

The standard error of the estimatad number of families or households is s_, and
the standard error of the estimated number of persons with the cbaract.:is{ic is
Sy In the formula, T represents the correlation coefficient Dbetween the
pumerator and the denominator of the estimate. If at least cone member of each
fapily or household in the class possesses ths characteristic of interest, then
use 0.7 as an estimate of r. If, on the other hand, it is possible that no
senber of a family or household has the charactsristiec, then use r = 0. In the
example, you would use r = 0.7 for the average number of persons per family, but
r = 0 for the average number of tsenagers per family.

Standard Exrror of a Median

To coapute & median, first group the units of interest (e.g., perscas) iato
cells by the walus of the statistic under consideration (e.g., single years of
age). Then fora a cumulative density for the cells (e.g., DY cumulatively
adding _the proportion of persons of each age). Identify the first cell with
cunulative density greater than 0.5. Use iatserpolation to f£ind the value of the
characteristic that corresponds to cumulative density 0.5. That value is the
estimated madian. Different msthods of interpolation may be used. The most
comacn are simple linear interpolation and pareto intsrpolation. No universal
rules exist on which method to use. The best procedurs is to define the cells
{e.g., income intervals) to be so small that the method of intsrpolation does
not mattsr. .

The sampling variability of an estimated median depends upon the fors of the
distribution as well as the size of its base or class. Given that the data wers
grouped into intervals (e.g., income intervals), then the standard error of a
median is given by

vBN (A, =2 vBbE (10)
(8, - %) 2r

b x 1a(A,/A,)
W in [(8=0,7/(=N,)] (1)

-

depending on whether the linear (10) or the Parstoe (11) intcrpoiat.ion vas used
for estimating the median, vhere

-
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M = the estimated mpedian

= the lower and upper boundaries of the interval in which the
median falls,

W = A, - A, the vidth of the interval in vhich the median falls,

¥, and N, = the number of units with the charactaristic (e.g., income) less
than A1 and 12, zespectively,

Tt

¥ = the total number of units in the frequency distribution,

the number of units in the interval in wvhich the median

b = the appropriate value of the parameter "h".

The following example illustratsz the computation of the standard error of a
median using linear interpolation. SIPP estimatss froa the report, “Bconcmic
Characteristics of Households in the United States: Third Quartar 1983," Series
P=70, Ko. 1, table 1, show that the estimatsd median of the average monthly
household cash income of fesmales in the third quarter of 1983 was $1,841 and X =
115,848,000, The appropriate "b® parameter from table 3 of this chapter is
19,911, which must be multiplied by the 3rd quarter factor of 1.22, yielding
24,291, _ We used the interval defined by A, = $1,600, A, = $1,999, N, =
50,084,000, and N, = 62,087,000, So W = 3393 and P = 12,003,000, Using the

formula in cqnati.ozn (10) above the approximate standard error is

4 (24,2917 (115,848,000) ($399)
2 (12,003,000 = $37.88 (12)

Thus, rounding to $28, the 68 percent confidence intsrval of the median is from

$1,813 ‘to $1,869, and the 95 percent confidence interval is from $1,785 ¢to
$1,897. -

"!ho standard error of $27.88 computsd here differs from the standard error of

the median found in the report refersnced in the text. Since publication of
the report, Dnav paramsters in table 3 of this chapter wers developed based
entirely on SIPP data. These parameters, given in this chapter, are to be used
in place of those given in the Source and Reliahility sections of that rsport
or the Wave 1 Technical Documentation.

-
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Standard Errors of Ratios of Means or Medians

In ‘this section, the correlation between the numerator and denominator, r, is
assumed to be zero. So, the standard error for a ratio of means or medians is
approximated by this formula:

R GGG

The standard errors of the two mesns or medians are s_ and 8. If r is actually
positive (negative), then this procedure will ptoviéﬁ an overestimate
(underestimate) of the standard error for the ratio of means and medians.

Nonsampling Error

In addition to sampling error, discussed above, nonsampling errors are also
present in SIPP data. Nonsampling errors can be attributed to many sources.

Undcrcoycrue

Some housing units may have been missed in the listing operation prior to
sampling; sometimes persons are missed within a sampled household. Past studies
of censuses and household surveys have shown that undercoverage varies by age,
race, and residence. Ratio estimation to independent age-sex-race population
controls partially corrects for the bdias due to survey undercoverage. Howvever,
bizses exist in those estimates insofar as the characteristics of missed persons
differ from those of respondents in each age~sex-race group. Further, the inde-
pendent population controls have not been adjusted for undercoverage in the
decennisl census. Undercoverage in SIPP relative to the independeat controls is
sbout 7 percent for both Wave 1 and Wave 2. The undercoverage rate is likely to
increase in subsequent waves due to lack of complete coverage of immigrants,
institutional discharges, and movers from military barracks.

Respondent and Zaumerator Error

Persons may have misinterpreted certain questions, or there may be an inability
or unwillingness to provide the correct information. One source of such inabil-
ity arises vhen ose household member responds for other members. Ia another,
s number of evalustion programs from the decennial csnsus have suggestad that
some persons tend to underreport their income. Or, there may be & problem in
recalling information, though the shorter reference period employed ia SIPP
should reduce this problem. The greaater detail in SIPP questions and the

training of interviewers should help prompt more complete income reporting than

in other sutveys.
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Processing Error -

Errors mAyY have been introduced in the handling of the questionnaires h); the
Cansus Bureau. The coding of write-in entries for occupcﬂ.on, for instance, is
subiject to & certain level of mistakes.

Noaresponse

Honresponse to particular questions in the survey also allow for the introduc-
tion of bias into the data, since the characteristics of nonrespondents may

.. dlffer from those of respondents,

The initial evaluation of the quality of the data from SIPP show improvements in
the accuracy and completeness of the data on income and program participation
ovar that obtained from March CPS. For the third quarter of 1983, SIPP
nonresponse ratss ranged from a low of about 3 percent for gquestions about Aid
to Families with Depandent Children and food stamp allotments, to about 13 per-
cent for those concerning self-employment income. These ratas contrast sharply
with the higher nonresponse rates from the March CPS. The rates for CPS range
from a lov of 9 percent for food stamp allotments to 24 percent for self-
epployment income,

The reascns attribntcd to the improvesent in the measurement ot income ars
SIPP's shorter recall period, and more emphasis in SIPP can couplete and accurate
reporting of income data. Por example, in determining assets reapondents are
asked about type of ownership (whether 3jointly bheld) as well as wvalue.
Respondants are called back when informaticn is incomplets.

- The nonresponse rate for monthly wage and salary incose owverall averaged about

6.2 percent for the iajitial SIPP intarviews., However, proxy responses cl\llld
significantly higher nonresponse ratss for some of the key items.

The nonresponse rate .‘.‘or self-respondents, which accounted for 64 percent of the
total, vas 4.6 parcant, whila the rate for proxy respondents was 9.0 psrcent.

Noninterview rates for the first two wavas of SIPP are 4.3 percent for Wave 1
and 9.4 percent for Wave 1 and Wave 2 combined., Most of these cases (77
percent) were refusals, but other cases included ®"no ocne at home® and
“tenporarily absent®™. These ratas. are an iaproveasnt on the rates experienced
in the Incocme Surwey Development Program (ISDP), a predscessor to SIPP, and are
comparable with rates cbtainsd in CPS. Since SIPP does not replenish a panel in
the same manner as CPS, the SIPP noninterview rats will cliah considerably above
the monthly CPS rate. r The Bursau has used complex techniques to adjust the
weights for nonresponse, but thc success of these teachniques in awveiding bias ia
unknown.

Data quality issues in SIPP are also discussed in ®Economic Characteristics of
Households in the United States: Fourth Quartsr 1983," Series P-70-83-4,
Appendix D. This appendix includes comparisons of nonresponse in SIPP and the
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Mazch 1984 CPS, as well as comparisons of estimates derived froa SIPFP with inde-
pendent estimates for several income types.

Isputation

There ars almost no missing data on SIPP microdata files. Nonresponse by an
entire household is dealt with in the weighting procedures. That is, nonintar-
viewed households are given zero weights and interviewed housesholds are weightad
up to compensate. When an individual within the household refuses the intervievw
or when a response to an individual question is missing, beginning with Wave 2,
census computars make imputations for the missing data. Por Wave 1, nonrssponse
.. to an entire questionnaire by an individual caused the household to receive a
zero weight. If the person answered a certain minisum group of questions in
Wave 1, the responses to the other items were imputed. Imputations involve the
replacement of missing data aftar Wave 1 with a corresponding value from a
housing unit or person having certain other characteristics in common with the
unit or person in question.

In general this imputation procedure enhances the usefulness of the data. It
sinplifies processing for the microdata user by eliminating "not reported® cate-
gories. Imputation also enhances the accuracy of the data on targetsed charac-
taristics. By iaputing a missing characteristic with that of somecne similar in
other Xey aspects, the user can work with a more complets data set. When an
imputed characteristic is aggregated over a sizable number of persons,
deviations from actual (unknown) values tand to even out, Using imputed wvalues
also yields more accuracy than substituting the mean for missing data, since the
pean would be based on persons perhaps substantially different from those with
. the missing items, On the other hand, use of imputed values can hara the
accuracy of characteristics that were not targetsd. The targetsd charac-
taristics concern sociceconomic stratum.

‘Inclusion of Isputation Plags

If the characteristics of nonrespondents are systematically differeant from the
charactaristics of respondents, as may well be the case for income wariables,
then iz is possible that the iasputation system sasks certain biases due to
nonresponse. TYor this reascn the SIPP microdata files include flags for many
data items vhich allow the user to discriminate between those responses which
ware actually reported and those entries which were supplied through iaputa-
‘tions. These flags, or iamputation indicators, appear at the end of the house
hold, person and incoms Tecords in the SIPP relaticoal microdata file, and at
the end of appropriats sections within the records of the rectangular file,
generally corresponding cne-for-one with specific data itsas.

In the exzample in figure 4, the data item for earned income received from a par-
ticular job in a particular menth is shown on the top half. A sample wvalue of
2000 is illustrated, i.s., $2000 of income last month. Its corresponding impu-
tation flag is shown on the bottom half. Nots that the description of the iampu-
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‘zation flag cites the field name for the corresponding item, WS1-2032. The
‘sample value of 1 in the imputation flag indicates that the original respondent
failed to answer the corrasponding question, or the entry supplied was unusable .
for some reascn, and that therefore the information in the data item above wvas -
imputed from that of another person.

In examining only the income amounts, one would not know that the $2000 was
imputed rather than actually reported by the individual., Only by crosstabu-
lating income by imputation status can one recognize an imputed income,’

. PIGURE 4. Illustration of an Imputation Plag
Data Dictionary Sample Values

(Wage and Salary Record)
Sample Data Item

D WS1=2032 L] 3293 $2000
What was the total amount of pay
that ... received before deductions
on this job last month (month 4).
Range = -9,33332.
U Persons 15 years old and older
V -9.Not in universe
O.None

Corresponding Imputation Plag

‘D WS1CALO1 1 3321 1
- PField 'WS1-2032' was imputed
V 0 .No imputed input
1 .Imputed input

Editing

There are also a number of demographic characteristics from the control card
which should. not require imputation, but may need to be edited for consistency
with other information from the household., 1In these cases there are no imputa-
¢ion flags, but the file includes both the edited wvalue and the value prior to
computar editing, referred to as preedited or unedited. These items are iden~
tified by a "U" at the start of the 8-character mnemonic identifying variables
in the data dicticnary. To detect wvhether a particular edit had any impact on
the data, compare a given data item with its preedited or unedited counterpart.

ﬁns of Imsputation Flags

Althcugh the Bureau could theoretically evaluate the above~cited scurces of
error--undercoverage, respondent and enumerator error, processing error and
nonresponse~—it does not do so for SIPP. Thus it is not possible to provide
adjusteent factors which could somehow be used to "correct®” data. On the other
hand, the user of the microdata files can study the iapact of imputations made
for nonresponse.
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An analyst can use imputation flags or unedited iteas in several different ways.
Pirst, by computing the rate of imputation ocne can evaluate the quality of cer-
tain data items. PYor instance, one cculd find out whether persons receiving aia
from the government are less likely to repor:t their other socurces of income than
persons not participating in such prograns. '

Isputation flags allow characteristics of nonrespondents to be studied. Do
nonrespondents tend o be younger or oldar, for example, than the rest of the -

population?

One can exclude imputed data from crosstabulations that might be sensitive o
the imputation process. PFor instance, in comparing the esarnings of doctors and
dentists, high imputation rates might make the tabulations questionable, since
missing income on a doctor's or dentist's recozrd would be imputed from a pool of
possible donors which includes a much broader range of professional occupations.

..Thus, to sake sure yYou are comparing only doctor's incomes with dentist's
incomes, it would be appropriats to exclude all cases with either occupation or
income imputed.





